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A B S T R A C T

Precisely identifying sulcal features in brain MRI is made challenging by the variability

of brain folding. This research introduces an innovative 3D explainability frame-work

that validates outputs from deep learning networks in their ability to detect the paracin-

gulate sulcus, an anatomical feature that may or may not be present on the frontal medial

surface of the human brain. This study trained and tested two networks, amalgamating

local explainability techniques GradCam and SHAP with a dimensionality reduction

method. The explainability framework provided both localized and global explana-

tions, along with accuracy of classification results, revealing pertinent sub-regions con-

tributing to the decision process through a post-fusion transformation of explanatory

and statistical features. Leveraging the TOP-OSLO dataset of MRI acquired from pa-

tients with schizophrenia, greater accuracies of paracingulate sulcus detection (pres-

ence or absence) were found in the left compared to right hemispheres with distinct,

but extensive sub-regions contributing to each classification outcome. The study also

inadvertently highlighted the critical role of an unbiased annotation protocol in main-

taining network performance fairness. Our proposed method not only offers automated,

impartial annotations of a variable sulcus but also provides insights into the broader

anatomical variations associated with its presence throughout the brain. The adoption

of this methodology holds promise for instigating further explorations and inquiries in

the field of neuroscience.

1. Introduction

While the folding of the primary sulci of the human brain, formed during gestation, is broadly stable across individuals, the

secondary sulci which continue to develop post-natally are unique to each individual. Once formed, the overall sulcal pattern
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remains stable throughout lifetime, holding valuable information about prenatal neurodevelopmental events. [4]. Inter-individual

variability poses a significant challenge for the detection and accurately annotation of sulcal features from MRI of the brain.

Undertaking this task manually is time-consuming with outcomes that depend on the rater. This prevents the efficient leveraging

of the large, open-access MRI databases that are available. While primary sulci can be very accurately detected with automated

methods, secondary sulci pose a more difficult computational problem due to their higher variability in shape and indeed presence

or absense [3]. A successful automated method would facilitate investigations of brain folding variation, representative of events

occurring during a critical developmental period. Furthermore, generalized and unbiased annotations would make tractable large-

scale studies of cognitive and behavioral development, and the emergence of mental and neurological disorders with high levels of

statistical power.

The folding of the brain has been linked to brain function, and some specific folding patterns have been related to susceptibility

to neurological adversities [20]. For example, a specific pattern of sulci in the medial surface of the frontal lobe has been associated

with decreased risk of transition to psychosis in at-risk patients in the schizophrenia spectrum [22], and could be an important

biomarker for these events. In this context, the paracingulate sulcus, a variable secondary sulcus – and more specifically its pres-

ence, prominence or absence in the left and right hemispheres – has been reproducibly associated with cognitive performance and

hallucinations in schizophrenia [14],[16],[17],[8]. In order to be able to assess its functional relevance in large datasets, and its

impacts on functions such as reality monitoring [39], we trained networks to recognise its presence or absence based on structural

MRI, and assessed their performances.

Within the scope of this investigation, we present a 3D explainability framework (depicted in Figure 1) designed to validate

the learned patterns within a deep learning network engaged in a binary classification of presence or absence of the paracingulate

sulcus. Additionally, our explanability framework unveils those sub-regions associated with the presence or absence of this variable

sulcus. Two different 3D deep learning networks, a simple deep 3D convolution neural network (simple-3D-CNN), and a two-head

attention layer network (simple-3D-MHL) were used to train and test the prediction of the presence of the paracingulate sulcus. We

also explored two different 3D local explainable approaches combined with an interpretable dimensionality reduction technique we

developed to generalize the results and uncover pattern learning trends that the networks followed. To train, validate and test our

explainable framework, we used a comprehensively annotated cohort of 596 subjects from the TOP-OSLO study [30]. The dataset

was partitioned into distinct sets for training (70%), validation (20%), and testing (10%) purposes.

Therefore, our contributions are the following:

• A 3D explainable framework that offers both localized and comprehensive explanations along with classification outcomes.

Additionally, this framework allows identification of sub-regions relevant to the decision through a post-fusion transformation
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of the explanatory and statistical features.

• A novel technique for detecting variable sulcal patterns, laying the groundwork for an extensive exploration of cognitive and

neurological studies in relation to sulcal anatomy.

• 3D explainability methodologies for the detection of the paracingulate sulcus and concurrently observed brain-wide regions

of anatomical covariability.

• A redemonstration of the importance of using an unbiased and well-established annotation protocol in the context of a

hypothesis-driven computer vision task.

The manuscript follows a structured organization. First, in Section 2, a comprehensive literature review is presented, covering

essential topics such as explainability techniques and sulcal pattern learning and neuroscience. Subsequently, in Section 3, the

methodology employed for the deep learning networks and the corresponding 3D explainability framework are expounded. The

results of the experiments are reported in Section 4, followed by a detailed discussion in Section 5.

2. Related work

2.1. Sulcal pattern studies

Cortical folding, which almost entirely develops in-utero, results in an inter-individual variability that is eschewed in popula-

tional studies. Yet, focusing on the variability of sulcal pattern can be motivated by different reasons: strict descriptive anatomy,

refinement of inter-subject registration, investigation of mechanisms at play during neurodevelopment, and search for anatomo-

functional correlates. Links to brain function can also be addressed to either investigate healthy functional variability (e.g. cingulate

folding pattern and functional connectivity), [12]), or relationships between cortical folding pattern and pathological outcomes (e.g.

paracingulate folding and hallucinations in schizophrenia [37]). The study of cortical folding variability can be addressed through

global methods, with whole brain or regional considerations of generic sulcal parameters (e.g. gyrification index or sulcal pits),

but refined investigations of sulcal patterns require the capability for a focus on specific sulci, hence the need for automated sulcal

recognition methods. A number of different methods have been developed for automated sulcal labelling in a general setting (for

review, see [27]). Yet, to the best of our knowledge, no method is currently implemented to automatically label the paracingulate

sulcus in a 3 dimensional approach (a 2 dimensional approach for a specific MRI slice has been proposed [47]). The fact that

the paracingulate sulcus is omitted general brain labelling is probably due to the way in which it is anatomically specified: it is

not only defined by its location in the brain but also by its orientation (parallel to the cingulate sulcus). Hence, even newer sul-

cal labelling implementations do not identify within the folding of the medial frontal cortex [3]. Nevertheless, investigating the

whole-brain anatomical correlates of sulcal variability incurred by the presence of the paracingulate sulcus is potentially important
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to understand some of the common and severe psychotic symptoms. Automatic detection of the paracingulate sulcus is in itself

useful for large dataset exploration, especially since it has previously been related to functional variability in reality monitoring

[39]. Additionally and unprecedentedly, adding an explainability component allows us to interrogate the anatomical covariates of

the paracingulate sulcus gaining a borader vision on the mechanisms at which it may have a role.

The automated labelling of sulci allow shape analysis and pattern investigation of specific sulci on large datasets. These anal-

yses can be led using different methods, on which the following are a general overview. First, simple metrics can be extracted

automatically using the BrainVISA software [6], such as the length or mean depth [28]. Similarily, the local gyrification index can

be derived from these automatically extracted metrics, defined as the ratio between a sulcus’s surface area and the outer cortical area

[5]. Yet, these metrics provide limited information on sulcal pattern. Automated methods providing more advanced sulcal pattern

characterization have been proposed, as, for example, the comparison of positioning of the superior temporal sulcus between two

cohorts [33]. Another way of investigating sulcal pattern is by automatically capturing shape features. This can be done by looking

for a predefined shape feature, such as a characteristic bulk in a sulcus [7] or a sulcus’s depth profile [23]. Alternatively, this can

also be investigated by using machine learning to automatically extract shape features from either a sulcus or a group of sulci

[41, 43, 10, 29], with no prior expectation on the shape feature to capture. In addition to offering methodologies for investigating

sulcal shape variability, these studies highlight our limited current understanding of the implications of sulcal pattern variability.

2.2. 3D explainable methods

There has been a notable surge in recent publications concerning eXplainable Artificial Intelligence (XAI) and machine learning

(XML) in the field of medical image analysis and neuroimaging [38, 45, 34, 26]. XAI can be broadly classified into two methodolog-

ical approaches: transparent and posthoc. On the one hand, transparent methods primarily focus on models that exhibit properties

such as simulatability, decomposability, and transparency. These methods are closely associated with linear techniques such as

Bayesian classifiers, support vector machines, decision trees, and K nearest neighbor algorithms [18]. On the other hand, posthoc

methods are often utilized in conjunction with AI techniques that aim to uncover nonlinear mappings within complex datasets.

One commonly employed technique is local interpretable model-agnostic explanations (LIME), which assesses the robustness of

explanations by introducing noise and perturbations to the dataset [40]. Posthoc techniques encompass approaches that specifically

address the nonlinear behavior of both the model and the dataset, making them a comprehensive collection of model-specific and

model-agnostic techniques [38, 18]. In the realm of computer vision, model-agnostic techniques such as LIME, perturbation, and

layer-wise relevance propagation (LRP) find extensive applicability [1]. In opposition, model-specific techniques include method-

ologies like feature relevance, condition-based explanation, and rule-based learning [35, 18]. In the context of medical imaging,

explainable methods primarily revolve around attribution and perturbation techniques [42]. Attribution techniques assign weight
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definitions to features within the network for each layer (e.g., LIME, LRP, GRAD-CAM, SHAP) [42], whereas perturbation tech-

niques primarily focus on manipulating input data with respect to the predictions of machine learning (ML) or deep learning (DL)

techniques [40]. Additionally, the Occlusion technique is another important approach that explores the significance of latent fea-

tures to the model [42, 40]. Among the various explainable methods in medical imaging, the GRAD-CAM method stands out as

the most frequently employed [40].

In line with the growing trend of utilizing and sharing existing data, it is essential to investigate ”hybrid models” that combine AI

approaches with biologically driven models ([13]). This raises the question of whether AI converges towards the expected solution.

Specifically, explainable AI applied to neuroscience and neurostimulation encounters the challenge of the ”curse of dimensionality”

due to the high-dimensional nature of imaging data. Consequently, this challenge highlights the necessity of considering simpler

models and incorporating variable selection techniques. While this example primarily pertains to technical and computational

issues, it is crucial to address past clinical failures as well ([13]). Furthermore, explainability in AI has several valuable implications.

It can foster trust in algorithms, aid in understanding risk and side effects, assist in identifying therapeutic targets, provide insights

into the progression of disease and response to treatments, support decision-making, enable closed-loop control, and contribute

to the design of safety parameters for FDA-regulated therapies. While explainability has the potential to enhance trustworthiness,

transparency, and fairness, it is important to distinguish and acknowledge that they are distinct but interconnected concepts. The

readiness of scientists and healthcare professionals to accept the validity and reliability of machine learning results, even without

comprehensive knowledge of how the results were derived, is closely related to trustworthiness. Trust relies on five key factors:

the quality of the data, the reliability of the system, the integrity of the workflow, the accuracy of the outputs, and the ability to

effectively communicate the algorithm’s results ([13]).

In our research, we introduce a novel 3D explainability framework aimed at validating the pattern learning capabilities of

deep learning networks in the context of binary classification tasks relevant to neuroscience (Figure 1). Our framework enhances

the credibility and trustworthiness of deep learning networks. Notably, our framework also identifies significant sub-regions by

combining explainable and statistical features of the evaluation dataset. This comprehensive strategy illuminates intricate network

behaviors while advancing our understanding of critical brain structures.

3. Methodology and Implementation

3.1. The 3D explainable framework

In this subsection, we provide a detailed explanation of the technical aspects of the 3D explainable framework. Our objective

was to unravel the learned patterns of the network and discern how an AI system discerns information across various 3D models,

employing a transparent 3D framework. Figure 1 illustrates the outline of the framework. We initiated the process by utilizing 3D
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Fig. 1. The 3D explainable framework that provides both local and global interpretations and explanations of our deep learning 3D classification network’s
results.
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brain inputs derived from preprocessing 3D structural MRI scans. This was done for the primary objective of distinguishing the

existence or nonexistence of the paracingulate sulcus, separately within the left and right hemispheres. To do so, we deployed two

distinct Convolutional Neural Network (CNN) architectures, namely simple-3D-CNN, and simple-3D-MHL. After classification,

our focus shifted towards unraveling the inner workings of these networks and identifying the main features leading to the predic-

tions. To do so, we used explanation techniques including sensitivity analysis, using GradCam, and feature attribution, through

SHAP. These methods not only spotlight the areas of focus within the network but also highlight the components contributing to the

predictive outcomes. To capture the main resulting features, we applied a Principal Component Analysis (PCA). This summarizes

the explanatory outcomes, referred to as PCA-GradCam and PCA-SHAP. Concurrently, we assigned scores to evaluate the quality

of the explanations, ensuring their effectiveness reaches an acceptable threshold. To go further, we applied PCA to the input datasets

to derive statistical features, denoted as PCA-Shape. Lastly, a mathematical formulation using overlap voting was applied, to iden-

tify the regions of interest originating from various PCA components derived from explanation methods and statistical features.

Observing these overlapping regions allowed us to identify the features that primarily influenced each decision.

3.2. Dataset pre-processing

3.2.1. Cohort’s description and pre-processing image analysis

We used the structural MRI of 596 participants from the TOP-OSLO study ([30]) for a binary classification task. The partic-

ipants encompassed individuals within the unaffected control spectrum (262), those within the schizophrenia spectrum (183), and
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Fig. 2. Illustration of a. no paracingulate sulcus, and b. paracingulate sulcus (in green) on two left hemispheres 3D reconstructions obtained with Brain-
VISA. The cingulate sulcus is coloured in yellow and blue and the callosal sulcus is coloured in purple.

those within the bipolar disorder spectrum (151). The participants were imaged using a 1.5 T Siemens Magnetom Sonata scanner

(Siemens Medical Solutions, Erlangen, Germany). Modality was T1-weighted structural MRI and the input files were DICOM

images. Experts (A.A. and H.V.) annotated the images into two classes, either ’no paracingulate sulcus’ (nPCS) or ’paracingulate

sulcus’ (PCS), as detailled in the supplementary materials (’PCS classification’) and illustrated in Fig. 2. Image analysis techniques

were applied to all slices to reduce artefacts. We used noise filters such as binomial deconvolution, Landweber deconvolution [46],

and curvature anisotropic diffusion image filters [32] to reduce noise in the images.

3.2.2. Extraction of the two input modalities

We initially processed the brain structural MRIs using the BrainVISA software ([6]) and extracted two different modalites for

our input: the grey-white surface and the sulcal skeleton. These were extracted from the raw MRI from a succession of bias

correction, histogram analysis, brain segmentation, hemisphere separation, dichotomization of the white matter from the union of

grey matter and cerebrospinal fluid, and skeletonization of the result, as detailed in [36]. Specifically, the grey/white boundary

was obtained by minimizing a Markov field and the segmentation used homotopic deformations of the hemisphere bounding box,

resulting in the grey-white surface, where voxels are dichotomised into either grey or white. The skeleton was then derived from

this object by applying a homotopic erosion embedding a watershed alogrithm, that preserves the initial topology, resulting in the

sulcal skeleton. These two modalities were then used to train and evaluate our networks as well as our explainability methods.

Figure 3 shows the structural MRI and the corresponding grey-white surface and sulcal skeleton outputs from BrainVISA.

3.3. Deep learning architectures

The initial deep learning model was a 3D Convolutional Neural Network (CNN) with five levels. Each level incorporated a

CNN block with a 3D convolution layer, a 3D max-pooling layer, and a batch normalization layer. In the first three levels, the 3D

convolution layer employed 64, 128, and 256 filters, respectively (as shown in Fig. 4a.). The last level connected to a multi-layer
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Fig. 3. Illustration of the input modalities illustrated on a right hemisphere coronal slice. a. Raw MRI of a given subject, b. Corresponding grey-white
surface, c. Corresponding sulcal skeleton.

perceptron (MLP) for the final prediction (as illustrated in Fig. 4a.). The MLP comprised three distinct perceptrons and two dropout

layers to estimate epistemic uncertainty. For the second network (Fig. 4b.), we used a combination of multi-head attention layers

(MHL) to focus on the global diversity and variation of a backbone output. To reduced the biased choice of only one backbone

selection, we opted for two distinct backbone networks: (i) a 3D Convolution layer block with two level of 64 and 128 filters a

Global Average Pooling, and a perceptron of 32400 hidden layers (2CNN-3D-MHL), and (ii) the straightforward 3D CNN network

outlined previously. (Fig. 4b., simple-3D-MHL). We used the multi-head attention mechanism described in [44] and as we used a

two-head attention of the same input, we called this approach ”self-attention”. The two heads (headc) are given by:

headc = AT (QWQ
c ,KWK

c ,VWV
c ) (1)

where c is the backbone output. There are two outputs as we used the backbone twice, and each output is connected to a perceptron

with N hidden layers (where N is equal to the product of the weight and height of the input image). The AT is the attention layer

and it computed by:

AT (Q,K,V) = so f tmax(
QKT

√
dk

)V (2)

where the input matrix are combination of queries and keys of dimension dk, and values of dimension dv. Queries are packed

together into matrix Q. The keys and values are also packed together into matrices K and V . The output of the MHL network is

given from:

MHL = Concat(headc, headc), c = backboneoutput (3)

Lastly, the output of the MHL was passed again from the MLP presented above to make the final prediction.
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Fig. 4. Simple-3D-CNN and the three dimension MHL network architectures.
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3.3.1. Hyper-parameters initialization

After randomly shuffling the data, each dataset was split into training, validation, and testing sets containing 70%, 20%, and

10% of the total number of images, respectively. Sparse categorical cross-entropy was used as the cost function and the loss function

was optimized using the Adam algorithm ([21]). The learning rate was exponentially decreased during the first 50 epochs and then

fixed at 0.0001 for the last 50 epochs. To train the networks, an early stopping criterion of 10 consecutive epochs was employed and

a maximum of 100 epochs was used for all input modalities (sulcal skeleton and white/grey matter) for both the left (L) and right

(R) hemispheres. Finally, we use data augmentation techniques including rotation (around the center of the image by a random

angle from the range [−15◦, 15◦]), width shift (up to 20 pixels), height shift (up to 20 pixels), and ZCA whitening (add noise in each

image) to avoid overfitting.

3.3.2. Classification evaluation metrics

The most common metrics for evaluating classification performance are the precision, recall, and F1-Score, which follow the

standard definitions:

Precision =
T P

T P + FP
, (4)

Recall/True Positive Rate =
T P

T P + FN
, (5)

False Positive Rate =
FP

FP + T N
, (6)

where T P, T N, FP, and FN are the true positive, true negative, false positive, and false negative values, respectively. The F1-score

is defined as the harmonic mean of the precision and recall:

F1 =
2 × Precision × Recall

Precision + Recall
=

2T P
2T P + FP + FN

. (7)

Besides these metrics, we also used the AUC-ROC metric values for evaluation [9]. The AUC (area under the curve)-ROC value

was computed by integrating over the receiver operating characteristic (ROC) curve, plotting the true positive rate against the false

positive rate.

3.4. Explainability methods

Interpretability and explainability are very important parts of a classification study as they verify the correct training of the

machine learning network. In this study, we used two different explainable techniques: the most common sensitivity local explain-

ability technique in medical imaging applications, the GradCam method [18], and a robust attribution explainability technique,

SHAP [25].

To compute the class-discriminative localization map of width w and height h of a specific 3D brain MR image for a class c

(PCS or nPCS), we computed the gradient of the score for class c, yc, with respect to the kth feature activation map (Ak) of the last
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convolution layer in each deep network. To compute the importance weights (αc
k) of each k feature activation map, we used global

average pooling over the width (i) and height ( j) of each feature.

αc
k =

1
Z

∑
i

∑
j

dyc

dAk
i j

(8)

where Z the summation of i and j. Moreover, we used a weighted combination of forward activation maps and a ReLU to deliver

the final GradCam activation map.

GradCam = ReLU(
∑

k

αc
kAk

i j) (9)

SHAP (SHapley Additive exPlanations, [25]) computes the attribution of each pixel of an input image for a specific prediction of a

computer vision task. The attribution explainability methods follow the definition of additive feature attribution mainly as a linear

function of:

g( f , x) = ϕ0 +

M∑
i=1

ϕixi (10)

where f is the prediction network, g( f , x) is the explanation model, ϕi is the importance of each feature attribution (ϕi ∈ R), and M

is the number of simplified input features (pixels). Shapley value estimation is one of the main mathematical formulations that the

SHAP algorithm used to assign an importance value to each feature, representing the effect on the model prediction of including

that feature (attribution). If we define a subset S of the total feature space (F) of an input image I (i = 1...N), where N is the number

of samples in the dataset), and xi is all the features of the image and xS is the subset of chosen features, then:

ϕi =
∑
S/(i)

|S |!(|F| − |S | − 1)!
|F|!

[ fS (i)(xS (i)) − fS (xS )] (11)

Here, fS (i) is a model trained with the presented xs features, and fS is another model trained with the features withheld. For our

study, we used Deep SHAP ([25]) to describe our deep learning network models. In this approach, we used a chain rule and linear

approximation as described in [25]. Using only local explainability techniques can introduce bias, so we aimed to mitigate this

effect by applying an interpretable linear dimensionality reduction method: principal component analysis (PCA). We employed

PCA to investigate the variability and generalization of both the GradCam (PCA-GradCam) and SHAP (PCA-SHAP) results and

the two different input modalities images (PCA-Shape, for either sulcal skeleton or white/grey surface) from the testing cohort, in

order to assess the learning patterns of the deep learning network. The PCA was a six component analysis in 3D space.

3.5. Explainability evaluation metrics

In supervised classification, f is a deep neural network predictor that maps input x to an output label f (x) ∈ Y , where Y is

the set of ground truth labels. An explanation function g from a family G takes f and a point of interest x as inputs and outputs

importance scores ϕx ∈ R for all features, where ϕi is the importance or attribution of feature xi. G typically contains multiple
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functions, denoted as g j. We use D : Rd × Rd 7→ R≥ 0 as the distance metric over explanations, and ρ : Rd × Rd 7→ R≥ 0 as the

distance metric over inputs. Evaluation criterion µ takes in f , g, and x and outputs a scalar. We used D = (xi, yi)
ni
i=1 to denote a

dataset of input-output pairs, where ni is the number of examples, and Dx denotes all xi in D.

3.5.1. Faithfulness metric

An intuitive way to assess the quality of an explanation is by measuring its ability to accurately capture how the predictor

function reacts to significant perturbations [48]. The feature importance scores from g should correspond to the important features

of x for f ; as such, when we set particular features xs to a baseline value x f
s , the change in predictor’s output should be proportional

to the sum of attribution scores of features in xs. We measure this as the correlation between the sum of the attributions of xs and

the difference in output when setting those features to a reference baseline ([2]). Thus we define the faithfulness of an explanation

method g by:

M f aith( f , g : x) = corrS (
∑
i∈S

g( f , x)i, f (x) − f (x[xs = x f
s ])) (12)

where S a subset of indices (S ⊆ [1, 2, 3...d]) denoted by xs sub-vector of an input x (x = xs ∪ x f and x f the unchanged features

of x image). The total number of the xs sub-vectors which partition an image is d. We denote as x f
s the changed pixel x f the

unchanged features of x image.

3.5.2. Complexity metric

If for an explanation the g method uses all the d sub-vectors of an image x then it is a very high complexity method. It is

important to compute the level of complexity as an efficient explanation has to be simple with low complexity ([2]). If Pg is a valid

probability distribution the Pg(i) is the e fractional contribution of feature xi to the total magnitude of the attribution, where:

Mcompx( f , g : x) =
∑

(i∈[1...d])

Pg(i)(log(
1

Pg(i)
)) (13)

where:

Pg(i) =
|g( f , x)i|∑

j∈[d] |g( f , x) j|
(14)

and

Pg = Pg(1), ...., Pg(d) (15)

In order to evaluate the two corresponding techniques for explainability, we employed the software developed by [19]. This

software package is a comprehensive toolkit that collects, organizes, and provides explanations for a wide range of evaluation

metrics proposed for explanation methods. For this particular study, we utilized our network’s predictions and explanations for

21 randomly chosen individuals from the testing group, and evaluated the faithfulness and complexity scores for explainability.
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The chosen hyperparameters included a zero perturbation baseline (’black’), a Pearson correlation similarity function, and 50

simulations for the Faithfulness score.

3.6. Overlapping post-fusion of the pattern learning features

To deliver global explanations and statistical features we analysed the results from the total datasets in terms of the GradCam

and SHAP explanation methodologies using a principal component analysis (PCA) of a total of six components. The six-component

analysis was selected as the optimal choice following a manual evaluation of configurations involving five, six, seven, and eight

components. This selection was based on considerations of both time consumption and accuracy. These components were generated

through the analysis of skeleton sulcal inputs and white/grey surface inputs of the total TOP-OSLO cohort, considering both the

right and left hemispheres. Our purpose was to identify the attributes most relevant to these explanations, in order to observe the

learning pattern associated with determining the presence or absence of the paracingulate sulcus.

To achieve this, we use voting weighting averaging, individually applied to each of the previous PCA components. The formu-

lation is defined as follows:

G(X,W) =
∑

wixi∑
wi

(16)

where W is the weight tensor and the X is the pixel images tensor. The weight value within the weight tensor associated with each

image is bounded within the range of 1.0 to 0.0. Our specific implementation used a weight tensor characterized by six diminished

components: [0.9, 0.7, 0.5, 0.30, 0.1, 0.001], to facilitate a global PCA overlapping pattern learning. For the purpose of extracting

a total overlapping pattern learning of each deep learning network we utilized the eq. 16 in the three global PCA pattern learning

results (PCA-Shape, PCA-SHAP, PCA-GradCam), and a three-component weight tensor was deployed respectively: [0.9, 0.5, 0.1].

The three component weight tensor was determined as we emphasize more in the statistical features and the explainable method

with the best performance in the complexity and faithfulness metrics (SHAP). To mitigate the potential bias that may arise from

focusing on only one deep learning network we applied this approach to both the simple-3D-CNN and simple-3D-MHL networks.

Finally, we identify the most relevant features for each classification class for both hemispheres. The identification of these features

grants us insights into the mechanics underpinning the network’s decision-making process. For enhanced clarity, the principal brain

sub-regions of interest corresponding to the skeleton sulcal and white/gray surface are visually depicted in Figure 3.

3.7. Data availability

This study used the datasets of the TOP-OSLO ([30]) which can be obtained from University of Oslo upon request, subject to a

data transfer agreement.
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3.8. Code availability

The code developed in this study is written in the Python programming language using Keras/TensorFlow (Python) libraries.

For training and testing of deep learning networks, we have used an NVIDIA cluster (JADE2) with 4 GPUs and 64 GB RAM

memory. The code is publicly available in https://github.com/ece7048/3Dsulci

4. Results

4.1. Classification results

We have specifically chosen to focus on presenting the results of the simple-3D-MHL network rather than those of the 2CNN-

3D-MHL. This observation serves to underscore the pivotal role that the depth of the backbone convolutional neural network

(CNN) plays. It is evident that the outcomes achieved by the deeper CNN, denoted as the simple-3D-MHL, significantly surpass

the performance of the two-level CNN backbone networks, represented as 2CNN-3D-MHL (the results are presented in the sup-

plementary material of 3.1 subsection ’Classification results’). Figure 5 shows the classification results of the simple-3D-MHL

and simple-3D-CNN. Figure 5a. presents the classification results of the simple-3D-MHL for the right and left hemispheres of the

brain, respectively. Based on the tables on the left, the performance of the network in the left hemisphere (around 73.00% in all

testing metrics and 74.10% in all validation metrics) was higher than that in the right hemisphere (around 58.00% in all testing

metrics and 63.10% in the validation metrics). Figure 5b. presents the classification results of the simple-3D-CNN for the right and

left hemispheres of the brain, respectively. Based on the tables on the left, the performance of the network in the left hemisphere

(around 72.90% in all testing metrics and 74.00% in all validation metrics) was higher than that in the right hemisphere (around

56.00% in all testing metrics and 63.00% in the validation metrics). Based on this evidence the MHL network surpasses the CNN

and contributed to enhanced generalization capabilities.

4.2. Global explainability methods and different components PCA results

In this study, we focused on extracting and evaluating the explainable results of both networks to avoid any biased observation.

Our goal was to study if there is a clear cause-and-effect relationship between the quality of explanation and the prediction of

performance. Hence, the best explanation would lead to the best prediction performance.

Initially we present the first component of the six components of the PCA analysis. The explainability results of Simple-3D-

MHL and Simple-3D-CNN networks on the left and right hemisphere of the white/grey surface brain inputs are presented in Figure.

6. For completeness, we also show the corresponding cases for PCA-Shape and PCA-GradCam, as well as PCA-Shape and PCA-

SHAP, for both the left and right hemispheres of the white/grey surface input. The subfigures 6a.,b,c,d show the results of PCS class

for the simple-3D-MHL(a,c) and simple-3D-CNN(b,d). On the left side is the PCA-GradCam global explanation and on the right is

the PCA-SHAP global explanation. The feature’s importance (pixel attribution) varies from 0 (blue color) to 255 (red color), with
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Fig. 5. Classification results on the right and left hemisphere inputs.

(a)

Simple-3D-MHL
New dataset

Right grey/white Right Skeleton Left grey/white Left Skeleton

RAS macro 0.631 / 0.588 0.630 / 0.579 0.750 / 0.738 0.741 / 0.731

RAS micro 0.632 / 0.587 0.630 / 0.578 0.754 / 0.733 0.740 / 0.731

RAS weighted 0.634 / 0.587 0.633 / 0.579 0.751 / 0.733 0.739 / 0.730

RAS sample 0.631 / 0.586 0.631 / 0.578 0.753 / 0.733 0.741 / 0.729

F1 macro 0.386 / 0.387 0.384 / 0.368 0.436 / 0.428 0.426 / 0.423

F1  micro 0.630 / 0.589 0.631/ 0.579 0.751 / 0.733 0.740 / 0.731

F1 weighted 0.773 / 0.745 0.772 / 0.745 0.862 / 0.859 0.856 / 0.848

F1 samples 0.632 / 0.587 0.633 / 0.579 0.752 / 0.735 0.739 / 0.736

Prec 0.633 / 0.588 0.634 / 0.579 0.751 / 0.736 0.740 / 0.733

Recall 0.632 / 0.586 0.633 / 0.571 0.750 / 0.734 0.740 / 0.733
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(b)

Simple-3D-CNN New dataset

Right grey/white Right Skeleton Left grey/white Left Skeleton

RAS macro 0.631 / 0.558 0.631 / 0.558 0.740 / 0.728 0.738 / 0.721

RAS micro 0.630 / 0.556 0.630 / 0.557 0.739 / 0.729 0.738 / 0.721

RAS weighted 0.632 / 0.557 0.631 / 0.558 0.741 / 0.728 0.739 / 0.722

RAS sample 0.631 / 0.556 0.631 / 0.558 0.741 / 0.730 0.737 / 0.720

F1  macro 0.386 / 0.357 0.385 / 0.358 0.426 / 0.422 0.422 / 0.416

F1  micro 0.630 / 0.559 0.629 / 0.557 0.742 / 0.723 0.739 / 0.721

F1 weighted 0.773 / 0.715 0.772 / 0.715 0.852 / 0.839 0.850 / 0.838

F1 samples 0.632 / 0.557 0.633 / 0.559 0.743 / 0.721 0.739 / 0.721

Prec 0.633 / 0.558 0.634 / 0.559 0.742 / 0.733 0.738 / 0.723

Recall 0.631 / 0.557 0.632 / 0.560 0.741 / 0.731 0.736 / 0.722
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(a-b) a. Simple-3D-MHL classification results on the right and left hemisphere skeleton sulcal and grey/white inputs (the metric
values correspond to the formation of validation/testing datasets). b.Simple-3D-CNN classification results on the right and left
hemisphere skeleton sulcal and grey/white inputs (the metric values correspond to the formation of validation/testing datasets).
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high importance being 255 for the PCA-Shape and PCA-GradCam results and from -255 (blue color) to 255 (red color), with high

importance being 255 for PCA-SHAP results. The -255 value indicates negative importance, which translates to negative attribution

and features that are not related to the specific class. The subfigures 6e,f,g,h. show the results of nPCS class for the simple-3D-MHL

(e,g) and simple-3D-CNN (f,h). The regions described in the following sections are primarily obtained from Figure 3b.

With regards to the right and left white/grey surface inputs, Figures 6.a,b on the left side demonstrate the generalized explanation

of PCA-GradCam, PCA-SHAP and PCA-Shape of the two networks. The neural networks show significant focus on the medial

surface of the frontal lobe, thalamus and cingulate gyrus for detecting the presence of the paracingulate sulcus (PCS) (Figure 6a-d).

Conversely, the absence of paracingulate sulcus (nPCS) is primarily detected by focusing on the thalamus and the anterior front lobe

(Figure 6.e,f,g,h). In the left hemisphere significant focusing occurs on the thalamus following by the anterior front lobe (Figure

6.e,f). In the right hemisphere (Figure 6.g,h) the region of significant focus is the thalamus and the anterior front lobe, following by

the cingulate gyrus in some cases (PCA-Shape).

The explainability results of Simple 3D MHL and Simple 3D CNN networks on the left and right hemisphere of the white/grey

surface brain inputs are presented in Figure 7. For completeness, we also show the corresponding cases for PCA-Shape and

PCA-GradCam, as well as PCA-Shape and PCA-SHAP, for both the left and right hemispheres of the skeletal sulcal input. The

subfigures 7a.,b,c,d show the results of PCS class for the simple-3D-MHL(a,c) and simple-3D-CNN(b,d). We present the medial,

lateral, superior and inferior view for the PCA-Shape global statistical features, the PCA-GradCam global explanation, and the

PCA-SHAP global explanation respectively (left to right). The feature’s importance (pixel attribution) varies from 0 (blue color) to

255 (red color), with high importance being 255 for the PCA-GradCam and PCA-Shape results and from -255 (blue color) to 255

(red color), with high importance being 255 for PCA-SHAP results. The -255 value indicates negative importance, which translates

to negative attribution and features that are not related to the specific class. The subfigures 6e,f,g,h. show the results of nPCS class

for the simple-3D-MHL (e,g) and simple-3D-CNN (f,h). Once again the regions described in the following sections are primarily

obtained from Figure 3c.

Concerning the skeletal inputs on the left and right sides, Figures 7.a,b display the comprehensive explanations of PCA-

GradCam, PCA-SHAP, and PCA-Shape for both networks. Notably, the neural networks show substantial emphasis on specific

regions in the left hemisphere, including the superior temporal sulcus, insula, inferior central and precentral sulci, intermediate

frontal sulcus, intra-parietal fissure, posterior superior temporal sulcus, central sulcus, interior parietal sulcus, parieto-occipital

fissure, anterior cingulate sulcus, collateral fissure, sub-parietal sulcus, and mid-cingulate sulcus for PCS class (Figure 7a-b). Con-

versely, when considering the right hemisphere and PCS class, the networks primarily focus on the superior temporal sulcus,

collateral fissure, calcarine fissure, parieto-occipital fissure, and sub-parietal sulcus (Figure 7c-d). The nPCS class in the left hemi-
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Fig. 6. Simple-3D-MHL and simple-3D-CNN explainability results on the left and right hemisphere of the white/grey surface brain inputs.
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(a-d) The sub-figures (a-d) show the explainability results for the PCS class images of the first component among the six compo-
nents of PCA for the total input modality (PCA-Shape), the total corresponding GradCam results (PCA-GradCam), and the total
corresponding SHAP results (PCA-SHAP). (e-h) The sub-figures (e-h) show the explainability results for the nPCS class images of
the first component among the six components of PCA for the total input modality (PCA-Shape), the total corresponding GradCam
results (PCA-GradCam), and the total corresponding SHAP results (PCA-SHAP). a,c,e,g) The left and right white/grey surface
input images results for the simple-3D-MHL network. b,d,f,h) The left and right white/grey surface input images results for the
simple-3D-CNN network. b,f) The left hemisphere white/grey surface input images results. The small red boxes highlight the
significant regions of PCA-GradCam results. The orientation of the results is based on the medial anatomical view.
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Table 1. Evaluation of the faithfulness, and complexity of the SHAP and GradCam explanations in the simple-3D-CNN, and simple-3D-MHL.
Explainability metrics Left sulcal skeleton Left white/grey Right sulcal skeleton Right white/grey
SHAP-Simple3D: Faithfulness 0.988 ± 0.002 0.889 ± 0.065 0.991 ± 0.003 0.707 ± 0.198
GradCam-Simple3D: Faithfulness 0.205 ± 0.138 0.629 ± 0.192 0.820 ± 0.057 0.500 ± 0.041
SHAP-Simple3D: Complexity 8.831 ± 0.003 11.201 ± 0.074 8.670 ± 0.145 11.201 ± 0.016
GradCam-Simple3D: Complexity 14.01 ± 0.336 12.00 ± 0.013 12.01 ± 0.014 14.40 ± 0.070
SHAP-MHL: Faithfulness 0.498 ± 0.012 0.633 ± 0.255 0.354 ± 0.057 0.839 ± 0.034
GradCam-MHL: Faithfulness 0.120 ± 0.044 0.573 ± 0.168 0.749 ± 0.078 0.115 ± 0.043
SHAP-MHL: Complexity 8.780 ± 0.225 11.30 ± 0.059 8.621 ± 0.029 11.30 ± 0.023
GradCam-MHL: Complexity 14.53 ± 0.001 12.20 ± 0.012 12.40 ± 0.009 14.50 ± 0.002

sphere primarily hinges on the superior temporal sulcus, insula, inferior central and precentral sulci, collateral fissure, sub-parietal

sulcus, olfactory sulcus, and rhinal sulcus (Figure 7.e,f). In the right hemisphere, significant focal regions encompass the supe-

rior temporal sulcus, inferior central sulcus, internal parietal sulcus, anterior cingulate sulcus, collateral fissure, calcarine fissure,

parieto-occipital fissure, sub-parietal sulcus, and callosal sulcus (Figure 7.g,h).

To validate the paracingulate sulcus presence or absence pattern, it becomes imperative to assess the variability across all six

components of the PCA. Figure 8 visually depicts the outcomes of explainability using PCA-Shape and PCA-GradCam, presenting

results for both left and right sides in each sub-figure component. As demonstrated in Figure 8a-h, distinct differences emerge

within the six PCA components between explainability (GradCam) and statistical features (PCA-Shape) methodologies. Notably,

variations are evident in the intensity and extent of regions highlighted in skeletal sulcal and white/grey surface inputs, while the

primary regions of focus remain consistent. To address this, a post-fusion mathematical formulation was employed, incorporating

reduced weights to amalgamate all PCA components. This produces an overlapping representation of PCA-Shape, PCA-GradCam,

and PCA-SHAP outputs, encompassing both input modalities and right/left hemispheres.

Table 1 provides a summary of the evaluation metrics, specifically faithfulness and complexity scores, for the SHAP and

GradCam methods applied to the simple-3D-CNN network. The results in Table 1 demonstrate that SHAP generally outperforms

GradCam in explaining the different inputs in both faithfulness and complexity of the local explanations.

4.3. Total overlapping pattern learning results in sulcal skeleton and white/grey surface inputs

Based on the overlapping mathematical formulation of eq. 16 we extracted the global PCA pattern learning of each network

(simple-3D-MHL, simple-3D-CNN), by combining the the six collected PCA components of the PCA-SHAP, PCA-GradCam

explanations (six weighted tensors of eq. 16) and the PCA-Shape statistical features in order to verify the pattern of paracingulate

sulcus presence or absence. We the combined the three global PCA pattern learning results (PCA-SHAP, PCA-GradCam, PCA-

Shape) by using the eq. 16 and the tree weighted tensor to extract the total overlapping pattern learning results for each network.

Figure 9 illustrates the results of the total overlapping pattern learning in the simple-3D-MHL network (a,c) and simple-3D-CNN

network (b,d), respectively, focusing for the two different modality inputs.
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Fig. 7. Simple-3D-MHL and simple-3D-CNN explainability results on the left and right hemisphere of sulcal skeleton brain inputs.
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(a-d) The sub-figures (a-d) show the explainability results for the PCS class images of the first component among the six compo-
nents of PCA for the total input modality (PCA-Shape), the total corresponding GradCam results (PCA-GradCam), and the total
corresponding SHAP results (PCA-SHAP). (e-h) The sub-figures (e-h) show the explainability results for the nPCS class images of
the first component among the six components of PCA for the total input modality (PCA-Shape), the total corresponding GradCam
results (PCA-GradCam), and the total corresponding SHAP results (PCA-SHAP). a,c,e,g) The left and right sulcal skeleton brain
input images results for the simple-3D-MHL network. b,d,f,h) The left and right sulcal skeleton brain input results for the simple-
3D-CNN network. b,f) The left hemisphere white/grey surface input images results. The orientation of the results are based on the
medial, lateral, superior and inferior anatomical views.
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Fig. 8. Simple-3D-CNN explainability results of different PCA components.
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(a-d) The sub-figures (a-d) show the explainability results for the left hemisphere of the brain for white/grey surface and sulcal
skeleton images of the six components of the PCA for the total input modality (PCA-Shape), and the total corresponding GradCam
results (PCA-GradCam). (e-h) The sub-figures (e-h) show the explainability results for the right hemisphere of the brain for
white/grey surfaces and sulcal skeleton images of the six components of PCA for the total input modality (PCA-Shape), and the
total corresponding GradCam results (PCA-GradCam). a,c) The right hemisphere GradCam results are shown for the nPCS class in
the six sub-images, using PCA-GradCam (left sub-image) and PCA-Shape (right sub-image). b,d) The right hemisphere GradCam
results are shown for the PCS class in the six sub-images, using PCA-GradCam (left sub-image) and PCA-Shape (right sub-image).
e,g) The right hemisphere GradCam results are shown for the PCS class in the six sub-images, using PCA-GradCam (left sub-image)
and PCA-Shape (right sub-image). f,h)
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Fig. 9. Total overlapping pattern learning explanation of the left and right hemisphere and different inputs.
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(a-d) The sub-figure (a) shows the total overlapping pattern learning results for the right and left hemisphere of the brain for
white/grey surface images of the simple-3D-MHL network. The sub-figure (b) shows the total overlapping pattern learning results
for the right and left hemisphere of the brain white/grey surface images for of the simple-3D-CNN network. The sub-figure (c)
shows the total overlapping pattern learning results for the right and left hemisphere of the brain for sulcal seleton images of the
simple-3D-MHL network. The sub-figure (d) shows the total overlapping pattern learning results for the right and left hemisphere
of the brain for sulcal seleton images of the simple-3D-CNN network.
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Considering Figure 9a., in the right hemisphere, no discernible observation presence of paracingulate sulcus in the lateral view

is apparent. However, in the medial view, notable regions of interest encompass the thalamus and mid cingulate gyrus. Conversely,

in the absence of paracingulate sulcus (nPCS), the lateral view lacks any clear pattern, while the medial view highlights significant

sub-regions like the occipital and posterior parietal lobes. Shifting to the left hemisphere, the PCS decision predominantly manifests

in the inferior temporal lobe and anterior inferior frontal lobe in the lateral view, and the thalamus, anterior and posterior cingulate

gyrus, anterior frontal lobe, and temporal lobe in the medial view. The nPCS, on the other hand, predominantly relates to the inferior

frontal and parietal lobes, and the temporal lobe in the lateral view, while involving the thalamus and cingulate gyrus in the medial

view.

Moving on to Figure 9b., in the right hemisphere, the lateral view signifies crucial sub-regions like the inferior frontal lobe and

inferior temporal lobe in the PCS condition, while the medial view emphasizes the thalamus, cingulate gyrus, anterior occipital lobe,

and posterior temporal lobe. In the nPCS condition, the lateral view lacks any strong pattern, but the medial view draws attention

to significant regions such as the thalamus, cingulate gyrus, frontal lobe, and posterior temporal lobe. In the left hemisphere, the

PCS condition centers on the middle frontal lobe, and inferior and superior parietal lobe in the lateral view. In the medial view, the

focus lies in the thalamus and anterior cingulate gyrus. The nPCS condition is primarily associated with the middle frontal lobe and

inferior and superior parietal lobe in the lateral view, and the thalamus, inferior parietal lobe, and mid and anterior cingulate gyrus

in the medial view.

Turning to Figure 9c., in the right hemisphere, the PCS lacks a discernible pattern in the lateral view, yet the medial view

accentuates important skeleton sulcal regions like the collateral fissure, calcarine fissure, parieto-occipital fissure, and sub-parietal

sulcus. In the context of nPCS, again, the lateral view lacks a clear pattern, but the medial view directs attention to skeleton sulcal

regions such as the collateral fissure, calcarine fissure, parieto-occipital fissure, sub-parietal sulcus, and callosal sulcus. In the

left hemisphere, the PCS condition is predominantly observable in sub-regions like the superior temporal sulcus, insula, inferior

central, and precentral sulci in the lateral view. In the medial view, the focus shifts to the Collateral Fissure, sub-parietal sulcus, and

mid-cingulate sulcus. The nPCS condition is linked with the superior temporal sulcus, insula, inferior central, and precentral sulci

in the lateral view, and the collateral fissure, sub-parietal sulcus, and olfactory sulcus in the medial view.

Lastly, Figure 9d. in the right hemisphere and in the PCS condition, the lateral view highlights the superior temporal sulcus,

while the medial view lacks a distinct pattern. In the nPCS condition, the lateral view underscores the superior temporal sulcus and

the inferior central sulcus, while the medial view showcases the sub-parietal sulcus, internal parietal sulcus, and anterior cingulate

sulcus. Shifting to the left hemisphere, the PCS condition primarily concentrates on the intermediate frontal sulcus, intra-parietal

fissure, and posterior superior temporal sulcus in the lateral view. In the medial view, the focus turns to the anterior cingulate
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Table 2. Results of pattern learning from the overlapping of the two deep learning networks (simple-3D-MHL, simple-3D-CNN), on the total overlapping
pattern learning results (Figure 9) of the lateral and medial view. For the grey/white surface input we used the acronyms, Is: inferior surface, As: anterior
surface, Ps: posterior surface, T: thalamus, H: hypothalamus, Fl: Frontal lobe, Ol: occipital lobe, Tl: temporal lobe, Pl: parietal lobe, Cc: corpus callosum,
CG: cingulate gyrus. For the skeleton sulcal input we used the acronyms, STS: superior temporal sulcus, CF: calcarine fissure, POF: parieto-occipital
fissure, SPS: sub-parietal sulcus, ICS: inferior central sulcus, CS: central sulcus, NA: none.

Explanable classes Left white/grey Right white/grey Left sulcal skeleton Right sulcal skeleton
Lateral view: PCS Tl, Fl InFl, InTl STS STS
Medial view: PCS T, CG T, CG SPS CF, POF, SPS
Lateral view: nPCS Fl, Pl NA STS, CS STS, ICS
Medial view: nPCS T, AsCG PsTl SPS SPS

sulcus, sub-parietal sulcus, interior parietal sulcus, and parieto-occipital fissure. The nPCS condition predominantly correlates with

the superior temporal sulcus and central sulcus in the lateral view, and the sub-parietal sulcus, collateral fissure, and rhinal sulcus

in the medial view.

To augment the robustness and credibility of the explanations, we systematically identified the regions of overlap between the

total overlapping pattern learning results (Figure 9) of the two networks and concisely summarized them within Table 2. This

approach allows us to succinctly outline the conclusions drawn from the analyses of the right hemisphere. Specifically, for the

accurate detection of PCS within the skeleton sulcal hemisphere inputs, the pivotal sub-regions encompass the superior temporal

sulcus, inferior central sulcus, calcarine fissure, parieto-occipital fissure, and sub-parietal sulcus. In parallel, when observing the

grey/white surface hemisphere inputs, key areas include the inferior frontal lobe, inferior temporal lobe, thalamus, and cingulate

gyrus. Conversely, when PCS is absent, the critical sub-regions within the right hemisphere skeleton sulcal hemisphere inputs

encompass the superior temporal sulcus, inferior central sulcus, and sub-parietal sulcus. Analogously, the relevant regions for the

grey/white surface hemisphere inputs involve the posterior temporal lobe (Table 2).

Transitioning to the left hemisphere, the skeleton sulcal hemisphere inputs underscore the significance of the superior temporal

sulcus and sub-parietal sulcus. Together, the grey/white surface hemisphere inputs highlight the importance of the frontal lobe,

temporal lobe, thalamus, and cingulate gyrus. When PCS is not present, the important left hemisphere sulcal skeleton inputs com-

prise the superior temporal sulcus, inferior and central sulcus. Simultaneously, the grey/white surface hemisphere inputs pinpoint

the front lobe, posterior lobe, thalamus, and anterior cingulate gyrus as pivotal contributors (Table 2).

5. Discussion

5.1. Anatomical considerations

The left paracingulate sulcus is anatomically more prominent in the left hemisphere [31, 50], both in control and schizophrenia

contexts [16], which implies that the pattern recognition problem is better defined in the left hemisphere than in the right one.

Moreover, out of the two hemispheres, only the left paracingulate sulcus showed significant associations either when comparing its

presence to cortical thickness in the neighboring cortices or its sulcal depth with neighboring sulci [14]. Both of these observations
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justify the difference in scores between both hemispheres, as the ROC-AUC shows interesting performances in the left hemisphere

and close-to-random performances in the right one.

We therefore focus the interpretations around the left hemisphere. In terms of anatomical regions related to the presence or

absence of the paracingulate sulcus, we observed that the CNN architecture focuses on similar regions/ sulci when detecting either

presence or absence of the paracingulate sulcus, while the MHL architecture shows more discrepancy between the two labels,

especially for the sulcal skeleton input where the focus is almost inversed. It is also interesting to note that even though the

networks showed similar performances using both input modalities, the outputs of overlapping pattern did not match. Looking

at grey-white matter outputs, the MHL and the CNN networks share some regions of focus: the thalamus, the anterior medial

frontal cortex, the cingulate gyrus, and the lateral prefrontal cortex. The MHL network additionally focused on the inferior lateral

temporal cortex when the CNN additionally focuses on the medial frontal and parietal cortices, on the superior lateral frontal

cortex, and on a region surrounding the Sylvian fissure starting from the precentral frontal cortex, crossing the parietal cortex and

ending in the posterior temporal cortex. Projecting these regions to the functional mapping proposed in [49], these covered different

networks but would mostly match primarily the default network and secondarily the frontoparietal network, which together happen

to contain the anatomical region of definition of the PCS. This is an interesting anatomo-functional observation as the networks

were trained with only anatomical inputs, and yet seem to match the presence of the paracingulate sulcus to anatomically distant

but functionally related regions. Looking at sulcal skeleton outputs, some sulci emerged as particularly relevant to the prediction

of either the presence or absence of the paracingulate sulcus: the superior temporal sulcus, the ventral part of the central sulcus,

the collateral fissure, and the sub-parietal sulcus. While date of formation of the sub-parietal sulcus was unreported, the other three

have interestingly been reported to develop around the same age, with their first apparition reported around 25 weeks of gestational

age in the fetus [15], closer to the formation of the cingulate sulcus (23 weeks of gestational age) than to that of the paracingulate

sulcus (31 weeks of gestational age). This could hint towards the fact that the formation of the paracingulate sulcus depends on

prior events, possibly orchestrating the development of earlier forming sulci. This observation could help pinpoint a time-window

in which the events leading to the presence of a paracingulate sulcus take place.

5.2. Contrasting our 3D explainability framework outputs in a second dataset with a biased annotation protocol

In this study, we offered a valid annotation protocol and an unbiased validation procedure with the AI framework we pro-

posed, specifically our novel 3D explainability framework. Our exploration was centered around a meticulously curated dataset

(TOP-OSLO), labelled according to a strict annotation protocol designed by two expert neuroscientists. In the Supplementary ma-

terials of our manuscript we studied the application of the same 3D explainability framework to a second dataset (we will denote

it as DATASET-B), annotated by an untrained scientist, and grossly dichotomized based on the presence of any paracingulate-
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compatible sulcus element, even small or sparse. We presented the classification outcomes derived from the simple-3D-CNN

trained with DATASET-B, focusing on the left and right hemispheres of the brain. Notably, the network significantly outperformed

in the left hemisphere compared to the right hemisphere. Metrics indicated a strikingly higher performance level of approximately

90% for the left hemisphere, against an approximate 71% for the right hemisphere (refer to supplementary Figures 1). The clas-

sification outcomes derived from the simple-3D-MHL network underscore performance of about 80% across all metrics for the

left hemisphere. This achievement significantly overshadows the right hemisphere’s performance, standing at around 70% (see

supplementary Figures 2).

A striking pattern emerged when analyzing the comparative performance of the simple-3D network and the MHL networks,

especially within the context of DATASET-B. Notably, the MHL networks are overshadowed by the superiority of the simple-

3D network. Interestingly, the dynamic shifts in performance were mirrored in TOP-OSLO dataset we presented in the main

manuscript, as the MHL network outperformed the CNN and aids in augmenting generalization capabilities. These disparities

could be attributed to the differential annotation protocols applied to the two datasets. Specifically, the bias introduced by the

reliance on a single rater characterizes DATASET-B, while TOP-OSLO is characterized by impartiality, drawing from inputs by

two senior experts following a strict protocol. This disparity highlights the paramount importance of meticulous dataset curation

when deploying complex explainability frameworks.

Intriguingly, we also observed divergent outcomes when utilizing DATASET-B (supplementary material), particularly the near-

systematic prevalence of the occipital region within explainability. This observation fades away when the same methodology is

applied to the meticulously curated dataset of TOP-OSLO (main manuscript).

5.3. Contribution and objectives

In this study, we introduced a novel 3D explainability framework to validate and interpret the pattern learning of deep learning

networks in a binary classification task brain sulcal topology. We focused on the presence or absence of the paracingulate sulcus and

employed two different 3D deep learning networks: a simple deep 3D convolution neural network and a two-head attention layer

network. Our aim was to train and test these networks to predict the presence/absence of PCS using a clinical dataset, which was di-

vided into training, validation, and testing sets. Our notable contribution lies in creating a comprehensive 3D explainable framework

that merges 3D local explainability methods, GradCam and SHAP, with our proprietary dimensionality reduction technique. This

integration unveiled insights into learned network patterns and offered global explanations for the classifications. Our meticulously

designed 3D explainable framework not only provides localized and global interpretations but also identifies significant sub-regions

through post-fusion transformation of explanatory and statistical features.

Through our analysis using the 3D explainable approaches, we developed a novel pattern learning method for detecting the
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presence or absence of highly variable sulcal patterns, specifically focusing on the paracingulate sulcus. By leveraging the in-

terpretability of our framework, we discovered significant associations between specific anatomical regions of the brain through

grey-white surface and sulcal skeleton inputs, that were distinct in the presence or absence of PCS. These findings enhance our

understanding of the neural mechanisms related to the developmental origins of the PCS and provide valuable insights for future

research in the field of neurological and psychiatric disorders.

Moreover, this study investigated the significance of a valid annotation protocol and unbiased validation procedure in our

proposed AI framework, particularly our novel XAI framework. The emphasis has been on a carefully curated dataset (TOP-OSLO),

compared to a second dataset (DATASET-B), annotated by an untrained scientist and presented in supplementary materials. The

second dataset’s divergent outcomes highlight the necessity for meticulous dataset curation.

Finally, our study introduces an automated and impartial annotation process, enhancing the possibilities for comprehensive

explorations of sulcal development in relationship to cognitive and behavioral development. In the realm of deep learning and neu-

roscience, our contribution is a pioneering 3D explainable framework validating pattern learning in computer vision classifications

tasks. Applied to paracingulate detection, our frameworks allowed to explore anatomical covariability and incidentally delve into

the chronology of events intertwining structural and functional consequences.

5.4. Limitations and future work

This exploration is marked by notable contributions, including the creation of a comprehensive 3D explainable framework that

seamlessly integrates local explainability methods, yielding insights into learned network patterns and offering coherent explana-

tions. However, it is important to acknowledge certain limitations. The effectiveness of our framework remains dependent on the

quality and diversity of accessible data, and its performance could differ in alternate contexts. Additionally, while the incorporation

of explainability techniques contributes to interpretability, it might not encompass all underlying intricacies of network behavior.

The selection of the two local methods necessitates further exploration of alternative approaches to ensure comprehensiveness.

The enhancement of classification outcomes demands the incorporation of additional information beyond structural MRI data to

achieve improved accuracy. To further investigate and incorporate more intricate strategies, the combination of XAI techniques and

PCA can explore overlapping aspects. Furthermore, complex approaches like t-SNE for non-linear dimensionality reduction can be

employed to delve deeper into the subject.

Moving forward, we envision expanding the framework’s applicability to other neurological conditions and classification tasks

(such as shizophrenia or bipolar disorder), employing external datasets like BeneMIN datasets ([24], [11]), and further refining the

interpretability techniques. Our study paves the way for a more systematic exploration of sulcal variability through the lens of deep

learning, which can help explore cognitive and functional variability as well as pathological changes.
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6. Conclusion

In this study, we have introduced a pioneering 3D explainability framework that serves to validate pattern learning within

deep learning networks for anatomical topology. Our focus has centered on discerning the presence of the paracingulate sulcus,

a distinct feature, through the utilization of two distinct 3D deep learning networks applied to TOP-OSLO clinical dataset. Our

innovative framework harmonizes localized explainability methods (such as GradCam and SHAP) with an original dimensionality

reduction technique (PCA), thereby delivering coherent insights into the intricate network patterns at play. We have developed a

3D explainable framework designed to furnish both localized and comprehensive explanations, complemented by the outcomes of

classification. Moreover, this framework has provided the means to pinpoint sub-regions crucial to decision-making via a post-

fusion transformation of both explanatory and statistical features. Notably, our framework has revealed meaningful associations

between brain sub-regions and the presence or absence of the paracingulate sulcus, thereby deepening our grasp of the underlying

developmental mechanisms. Additionally, our study has underscored the pivotal importance of reliable annotation protocols and

unbiased validation within our AI framework. By contrasting our outcomes with those derived from a subset of subjects marked by

less dependable annotations, we have underscored the substantial impact on performance, underscoring the imperative of meticulous

data curation. This endeavor advances the realms of both deep learning and neuroscience, enabling automated and impartial

annotations while illuminating intricate neuroanatomical relationships across diverse subregions. Our 3D explainability framework

offers unparalleled insights, thus setting the stage for comprehensive exploration within the ever-evolving domains of deep learning

and neuroscience.
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